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A large volume of today’s research deals with nanophases of various types. The materials engineer,
chemist, or physicist, however, when dealing with applications of nanophases is often unaware of the
effect of the small size on structure and properties. The smallest nanophases reach the limit of phase def-
initions by approaching atomic dimensions. There, the required homogeneity of a phase is lost and undue
property fluctuations destroy the usefulness of thermodynamic functions. In fact, it was not expected that
a definite nanophase would exist below the size of a microphase. An effort is made in this review to identify
hase size
lass transition
rder–disorder transition
anophase
icrophase

macrophases, microphases, and nanophases. It is shown that nanophases should contain no bulk matter
as defined by macrophases and also found in microphases. The structure and properties of nanophases,
thus, must be different from macrophases and microphases. These changes may include different crystal
and amorphous structures, and phase transitions of higher or of lower temperature. The phase proper-
ties are changing continuously when going from one surface to the opposite one. The discussion makes

ure d
acrophase
tructure
roperty

use of results from struct
dynamics simulations.

. Introduction

Feynman’s brilliant popular science lecture at the 1959 annual
eeting of the American Physical Society “Plenty of Room at the

ottom” [1] must be placed at the beginning of the enormous,
resent-day effort to understand the structure and properties of
mall particles of matter. He introduced the topic by stating: “In
he year 2000, when they look back at this age, they will wonder
hy it was not until the year 1960 that anybody began seriously

o move in this direction.” Feynman pointed out that by enlarg-
ng the head of a pin (of diameter 1/16 in. = 1.6 mm) by a factor of
5,000, it would be the area of all pages in the Encyclopædia Bri-
annica. Printing with the typical resolution of illustrations in books
120 dpi), makes one dot 8 nm across, or yields a dot of more than
000 atoms. This seemed doable to Feynman and could even leave

plenty of room” for improvement (by pointing to the example of
he size of information stored in a DNA molecule). When he dis-
ussed the way to assemble such small structures from the bottom
p, molecule by molecule, or by manufacture from the top down,
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etermination, calorimetry, molecular motion evaluations, and molecular
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he speculated about the changes in properties when approaching
very small dimensions: “I can hardly doubt that when we have some
control of the arrangement of things on a small scale we will get an
enormously greater range of possible properties that substances
can have, and of different things that we can do.”

How long did it take until this prophetic lecture caught on?
Today, we can check the developments after 1960 by looking
into the Chemical Abstracts (CAPLUS) and the National Library
of Medicine (MEDLINE) and search electronically by using the
SciFinder Scholar [2]. The first listing of nanotechnology was in
a review of 1978 (Nanotechnology: Materials Processing with an
Atomic or Molecular Size Working Unit—in Japanese, with five ref-
erences) [3]. By early May 2008, this concept of nanotechnology
had made it into over 500,000 publications [2]. The term, however,
was already placed in 1974 into a frequently updated dictionary
(described as “the art of manipulating materials on an atomic or
molecular scale”) [4].

The next most common term, nanoparticles, was first cited
in 1976, describing pharmaceutical research [5]. Overall 125,000
entries are listed thereafter. The term made it into the dictionary
by1983 [4]. Nanocrystals, with almost 60,000 entries in the litera-
ture, go back to 1973 and were mentioned in the genesis of minerals
[6]. Nanomaterials were described first in 1991 in a discussion of

precursors on consolidation into a ceramic coating or bulk material
[7] and followed with about 7000 publications using the same term
by 2008. The latter two, more specific terms did not make it into
the dictionary by the beginning of the 21st century when research
into the dimension of nanometers took off exponentially. The term

http://www.sciencedirect.com/science/journal/00406031
http://www.elsevier.com/locate/tca
mailto:Wunderlich@CharterTN.net
dx.doi.org/10.1016/j.tca.2008.10.026
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flexible molecules reach all the indicated phases, some may ther-
mally decompose before reaching the appropriate phase transition
temperature.

The three classical phases, as given in Fig. 1, do not fully suffice
to describe matter. This arises mainly because the term solid has
B. Wunderlich / Thermoc

nanometer” was entered already into the dictionary in 1963 for
he benefit of the general reading public [4].

Finally, in the year 2000, the term nanothermodynamics was cre-
ted by Hill [8], the well-known scientist having dealt with the
Thermodynamics of Small Systems.” [9,10]. It was used shortly
hereafter by Chamberlin to describe internal, local fluctuations in
ulk materials for a unified picture of paramagnetic behavior of
erromagnetic materials [11]. By early May 2008, there were 36
ublications making use of the concept of nanothermodynamics,

n contrast to 423 papers that dealt with both thermodynamics
nd small phases [2]. In the present review, I want to deal with
anophases. This concept had been applied in 2814 publications
2], with the first publications in 1987 by Eicke [12] for research on

icroemulsions and in 1988 by Siegel and coworkers [13] on the
ynthesis of sintered titania. These initial references to research on
mall objects cover many different fields and come from a broad
ange of countries [3,5–13].

Semicrystalline, flexible macromolecules were recognized from
he beginning to have small dimensions. For example, lamellar crys-
als of gutta percha were shown in 1938 to be only 27 nm thick
in the chain direction) [14]. This meant for our own research,
hich began about 50 years ago, that the phases in the samples we
easured in our calorimeters were known to be very small micro-

rystals. The new term nanophase was used first, when my student
r. W. Chen arrived at a need for a definition of special phases
hen studying in his thesis work the “Characterization of the

hermotropic Mesophases by Thermal Analysis and Solid State 13C
MR” (University of Tennessee at Knoxville, TN, 1992–1996). The
etailed description of nanophases for small and large molecules
nd what separates them from microphases was given thereafter
n 1999 in an extensive review [15]. For the definition of the term
anophase, one must know the possible types of molecules [16 (vol.
, p. 4),12] and distinguish the different possible phases [17,18] and
hen investigate the changes of properties with phase size [15,19].
his hierarchy of knowledge needs not only the consideration of
tructure, but also of large-amplitude molecular motion. The time
cale of this large-amplitude motion is much further removed from
uman experience than the (invisible) nanophase. Large-amplitude
olecular motion is encountered in translational, rotational, and

onformational motion. Generally, such motion does not occur in
he solid state and has time scales of the order of magnitude of
icoseconds (10−12 s). Assuming one second in time is the equiv-
lent to the diameter of the above-mentioned pin head, we need
ow to bridge a factor of 1012 instead of 2.5 × 104 to reach human
xperience [17]. After these basic facts have been clarified in the
resent review, brief descriptions are given for a selection of one-
omponent nanophases produced by “top down” or “bottom up”
echniques, and of multi-component nanophases.

. Basic terms and historical links

A first, observation-based, macroscopic view of matter from
ntiquity to today is summarized in Fig. 1. It suggests the ele-
ents and qualities of matter as proposed by Empedokles in the

th century BC. The modern equivalents are given in parentheses
nd represent the basic three phases and the link to thermody-
amics by interpretation of fire as temperature, heat, and energy.
he same geometrical figure as in the center is used today as logo
or the ICTAC, the International Confederation for Thermal Analy-
is and Calorimetry [20], using the upper triangle as an indication
f the science of Thermal Analysis and Calorimetry. Calorimetry at

onstant pressure (p) uses the intensive variable temperature (T),
nd the extensive integral function heat (H), a form of energy. The
hermal analysis adds to these variables time (t) [21].

The experiment-based, microscopic view of matter was proven
n 1810 [22] with the understanding of small molecules. About 100
Fig. 1. The phases and thermodynamics linked back to antiquity (the modern inter-
pretation is given in parentheses) [21].

years later, it was expanded to large molecules with the develop-
ment of X-ray diffraction [23]. Fig. 2 completes the picture after the
work of Staudinger, who gave flexible large molecules the name
macromolecules, and proposed in his Nobel Lecture [24]: “The low
molecular weight organic compounds contain up to at most 103

atoms . . . (and) . . . up to now, one cannot give an upper limit for
the size of the macromolecules. Macromolecular compounds with
a molar mass of several million are known.”

One certainly needs to distinguish between rigid and flexible
macromolecules because of the impossibility of the rigid macro-
molecules to melt or sublime without breaking strong bonds
(metallic, ionic, or covalent). Rigid macromolecules lose their
molecular integrity when leaving the solid state. Once one accepts
this simple classification of all molecules, one can link each
molecule type to a specific, macroscopic phase-behavior, as sum-
marized in Fig. 2 [17,21]. This modern scheme includes all molecules
and obviates the need to specify separate inorganic, organic, and
biomolecules. All of these have representatives in each class and
all can be made or altered in vitro. Naturally, not all small and
Fig. 2. Types of molecules, the years of discovery, and their phase properties [21].
The operational definition of a solid is given at the bottom.
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Fig. 4. The integral thermodynamic functions of polyethylene, as derived from mea-

ig. 3. The ten basic phases of matter derived from their macroscopic appearance
nd behavior, as well as molecular order and large-amplitude motion [21].

o generally accepted operational definition [25]. As a noun, it was
ntered in the 15th century into the English language from the Latin
4] with the meaning: “A substance that does not flow perceptibly
nder moderate stress, has a definite capacity for resisting forces,
hich tend to deform it, and under ordinary conditions retains a
efinite size and shape.” As an adjective it was defined as neither
gaseous nor liquid.” After studying many small and large molecules
ith respect to their thermodynamic phase transitions during the

ast 50 years [26], we proposed the operational definition listed at
he bottom of Fig. 2 [27]. The operation answering the question
solid or not?’ is a measurement of the heat capacity, Cp, through
he glass transition temperature, Tg. At low temperature, the solid
p has the vibration-only characteristic of a solid, at high tempera-
ure, it is that of a liquid with some of the vibrational modes having
hanged to large-amplitude motion. Measuring mechanical proper-
ies, the same glass transition corresponds to the “brittle point” and
he viscosity reaches a universal value of 1012 Pa s [22], satisfying
he common dictionary definition of a solid [4].

With a more precise definition of a solid, it is possible to identify
en phase types, based on macroscopic appearance and behavior,
s well as on molecular order and large-amplitude motion. Fig. 3
hows such a schematic [28] which includes all mesophases [29].
he term mesophase was coined to describe phases of interme-
iate order [30]. The five top phases are solids, i.e., they are below
heir respective glass transitions. The crystal, often mistakenly con-
idered the “quintessential solid” needs some special attention in
his scheme of the basic phases of matter. As can be seen on the
ight side of Fig. 3, the crystal is connected to all non-solid phases
ith a disordering transition, which increases the entropy by �S,
epending on the type of large-amplitude motion connected to the
isorder. The direct transition between crystal and melt, the melt-

ng transition, naturally, is normally also connected with a change
f its Cp from that of a solid to a liquid. It, thus, is not only a disor-
ering transition with a change in entropy, a first-order transition
31], but according to the definition given above, also a glass tran-
ition. Only the last makes it a solid-to-liquid transition. Indeed,
t was found that some crystals may attain large-amplitude, liquid

otion without changing their crystal structure, and then, have a
g below the melting temperature, Tm [27].

With the basic definitions of Figs. 2 and 3, one must now look at

he already mentioned changes of properties with decreasing size.
he thermodynamic description of the macrophase was developed
t the end of the 19th century [32]: The phases consist of homoge-
eous, macroscopic volumes of matter, separated by well-defined
urfaces of negligible influence on their thermodynamic functions.
surements of the heat capacities and transition temperatures [21]. The subscripts a,
c, g, and m refer to amorphous, crystalline, glassy, and melting. H◦

c is the (unknown)
enthalpy of the equilibrium crystal at 0 K. The base mole is that of the CH2-group of
molar mass 14.03 Da.

These functions are based on the measurement of Cp starting at 0 K
and the evaluation of the integral quantities enthalpy, H, entropy, S,
and free enthalpy, G. Fig. 4 shows an example of such a description
for the liquid, crystalline, and glassy phases of polyethylene, based
on the tables of the ATHAS Data Bank [33].

As the mass of matter becomes smaller, the surface effect has to
be considered [32]. This effect becomes dominant in microphases,
phases with at least one dimension less than one micrometer. Since
the surface free energy describing this effect is always positive, a
given mass will try to minimize the surface area, and, if additional
sample mass is available, smaller particles are metastable relative
to larger ones. To describe the free energy of a microphase, one
can use the Gibbs–Thomson equation [10,34,35]. To calculate the
lowering of the melting temperature, �Tm, for a small volume, V, it
takes the format:

�Tm = �T◦
mA

�hf�V
(1)

where � is the specific surface free energy; T◦
m, the bulk equilibrium

melting temperature; A the surface area; �hf, the specific heat of
fusion (per gram); �, the density of the crystal; and V, the volume.
For a 10 nm thick lamella of polyethylene, for example, �Tm is 26 K
when one considers that only the fold surfaces contribute to � [16
(vol. 3, p. 32)].

The glass transition, in contrast to the melting transition, is lit-
tle affected when going from macrophase to microphase. It has its
origin in local domains within the phase and occurs over a range
of temperature depending on the distribution of the neighborhood
energetics. In one-component phases, the glass transition range is
commonly 5–10 K when measured by a tangent through Tg [21 (p.
764)]. An early description of the glass transition in terms of these
local domains was the hole theory. The holes were given the excess
energetics of the surrounding matter. For polystyrene, for example,
the hole was computed to be about 0.3 nm in diameter [36]. Sur-
rounding the hole by one or two molecular layers of matter to carry
out the large-amplitude motion, the domain has an overall dimen-
sion of the order of magnitude of 1–2 nm and the (time-dependent)
breadth of the transition is explained by a distribution of holes of

different instantaneous structures.

What then are nanophases, are they not just small microphases?
Considering the condition that a phase must be homogeneous,
one can set the lower limit of all phases at a diameter of, per-
haps, 0.5 nm. A volume of this diameter may contain 10–50 atoms,
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oo few to be called homogeneous. A separate nanophase would
ave a justification only if phases with sizes larger than this limit
ould already have lost all their interior bulk phase and show

nteractions between opposing surfaces, such that, for example
he Gibbs–Thomson equation does not hold anymore, and that
g is moved from its bulk value. This new phase would then be
nanophase with different thermodynamic properties from the
icrophase. Its range of dimensions is expected to be somewhere

etween 0.5 and 50 nm, different for every material.
A complication for such small phases would be that linear

acromolecules can easily be much longer than the nanophase,
nd the molar volume for the higher molar masses may even exceed
he nanophase size. An extended-chain molecule of polyethylene
f 10,000,000 Da molar mass, for example, would have a length of
1,000 nm and a diameter of about 0.5 nm. It can easily cross the
hase boundaries of many adjacent nanophases, and a droplet of
uch molecule would have a diameter of about 26 nm and may have
icrophase properties.
To summarize this discussion of the phase sizes, macrophases

hould be describable without need to consider their surface effects
except for justifying their geometric shapes which are set dur-
ng phase formation by minimizing the surface free energy [37]).

icrophases occur on reducing the size below one micrometer and
he surface free energy affect their properties. Nanophases, finally,
re to be found in the size range of 0.5–50 nm, but are different from
icrophases only, if there is no bulk phase enclosed by the surfaces

this means that the upper limit of nanophases will vary with com-
osition and property of the phase boundaries). The lower limit
f thermodynamic descriptions is expected to be reached below
.5 nm.

From this set of definitions, it becomes clear, that frequently
arelessly declared nanophases often are actually long-known
icrophases and not worth the attention they are getting. Only if it

an be proven by evaluation of the phase properties that there have
een changes from the microphase, should the term nanophase be
pplied.

. One component nanophases

.1. Nanocrystals produced by building atom by atom or molecule
y molecule

Sequential deposition of atoms, small cluster of atoms, or even
acromolecules from the gas phase or from reactions in solutions

f precursors are examples of the “from the bottom up” techniques
f nanophase construction. Colloidal gold (nanogold) was made
lready by the ancient Romans to color glass, and gold sols were
part of the alchemists’ reagents. Today, monodisperse gold sols in
ater or organic solvents are made down to 2 nm particle size by

eduction of HAuCl4 in the presence of proper surfactants. In 1847,
t was suggested by Faraday [38] that the different colors of these
old sols were due to the smallness of the particles.

The breadth of the field of nanophase science can be illustrated
y many long-known observations, now known to be caused by the
hanged properties of nanophases. The optical appearance of finely
ivided deposits on a substrate usually are black, irrespective of the
ulk color (as in the case of the metal blacks and carbon blacks).
here is often a largely increased chemical and catalytic reactiv-
ty in specially deposited elements (seen in the long-recognized
yrophoric Fe and Pt-black) [39]. Under proper conditions, ordered
tructures may develop which are uniquely different from the bulk

hases (examples are crystals growing from vapor deposits of Ar,
he fullerenes contained in carbon black, and the production of nan-
diamonds instead of graphite which is the thermodynamically
table polymorph in macrophases). Quantum dots with proper-
ies between bulk phases and discrete molecules are known (from
Fig. 5. Partial molar heat capacities of adsorbed Ar. Measured at temperature incre-
ments as small as 0.3 K in the region of largest latent heat absorption. The boiling
point at STP is at 87.3 K. The thickness was estimated in multiples of the monomolec-
ular thickness measured by the BET method (≈1.35 g on 39 g of rutile) [40].

nanophases of semiconductors like CdSe and PbSe). Finally, com-
posites with finely divided particles may increase tensile strength
and abrasion resistance (as seen for carbon black in rubber).

Fig. 5 illustrates early observations of the change in thermal
properties with the amount of deposit in the case of gaseous Ar
absorbed on TiO2 (rutile) [40] and measured by low-temperature
adiabatic calorimetry [41]. At an average adsorption thickness of 1.6
times the monomolecular volume, Vm, no latent heat was observed,
and above Vm = 5, the crystals seem to approach the behavior of a
microphase. In between, nanocrystals with quite different proper-
ties can be assumed to account for the broad and strongly lowered
melting range, as well as the decreasing heat of fusion. The fact that
the melting temperature is lowered, is an indication that there is no
major attraction across the rutile/argon interface which otherwise
would increase Tm.

A strong interaction was proven for the adsorption of paraffins
on graphite by high-temperature atomic force microscopy, AFM.
Fig. 6 illustrates the experiments [42]. The paraffin, C390H782 of
an extended-chain length of about 49.7 nm, was crystallized from
xylene solution into lamellae which had their chains 5-times folded
to yield a ca. 10 nm crystal thickness. The crystals could be spin-
coated wet, as a single-layer onto single-crystalline graphite with
the axis of the molecular chain normal to the (0 0 1)-surface of the
graphite. The annealing through unfolding of the chains was fol-
lowed by melting at about 400 K. This melting is accompanied by
spreading of the alkane onto the substrate, leading to the crys-
tallization of epitaxial monolayers. This nanofilm is composed of
ribbons with the alkane chains lying parallel to the substrate. The
chain tilt detected in these ribbons vanishes during a structural
transition occurring prior to the complete melting, about 55 K
above the melting point of the bulk material. The polymorphism
and increased melting temperature of the paraffin documents that
the behavior of the nanophase is different from that of the bulk
paraffins. This higher melting temperature of the epitaxial paraf-
fin probably supplies also the reason for the practically reversible
crystallization and melting of paraffins without the need of primary
nucleation, as documented by temperature-modulated differential
scanning calorimetry, TMDSC (up to a critical length of about 10 nm)
[43]. The adsorbed, ordered paraffins on appropriate surfaces, such
as the surface of the aluminum sample pans in a calorimeter or

the glass capillary in a melting-point apparatus seem to serve as
primary nuclei.

Having recognized the importance of the surface substrate on
interface-supported nanophases, Fig. 7 illustrates the change of
the properties of spherical gold nanoparticles with time and tem-
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Fig. 6. Polymorphism and increase in melting temperature observed on a nanophase of C390H782, epitaxially crystallized on the (0 0 1) surface of graphite [42].

Fig. 7. Observation of melting and recrystallization of 2 nm gold nanophases for two different energy additions as function of time, based on femtosecond laser experiments
[44]. Top left and right are scanning electron micrographs of the 20 nm particles with and without AEAPTMS. A schematic of the particles buffered from the Si substrate is
given in the top center. The bottom displays are the radial electron distribution functions as a function of time, overlaid with curves at selected times for incomplete (left)
and complete melting (right). The curve at −3 ps is the pre-pulse reference curve. The melting effect is marked by the thick dashed lines.
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Fig. 8. Motion of the end of a single chain in the center of a nanocrystal of C100H200

drawn as a function of time. Addition of kinetic energy at time 0, observation of

At the time of this work, interpreting these shifts in crystal
structure could not be explained definitively. Three reasons were
considered [47]: (1) The shift may have been a flaw in the simu-
lation because the calculations made use of a united-atom model
B. Wunderlich / Thermoc

erature [44]. The nanoparticles were deposited from a colloidal
olution and separated from the Si(1 1 1) surface of the substrate
y buffering with a self-assembled, monomolecular layer of [3-(2-
minoethylamino)propyl]trimethoxysilane, AEAPTMS, as shown at
he top right. The layered structure is illustrated to scale in the top-
enter schematic. Without the buffer, the Au nanoparticles cluster,
s seen in the top-left picture, and would not act independently.
ext, photo-induced melting and subsequent recrystallization was
nalyzed with an 800 nm wavelength, femtosecond (1 fs = 10−15 s)
aser for different diameter Au-nanophases. The same laser was
lso used to produce 40 fs electron pulses via a photo cathode for
ltrafast electron crystallography. The analysis of the 2 nm particles

s shown at the bottom of Fig. 7. The left results are from a low
nergy pulse, the right results, from a high-energy pulse. Separate
xperiments put the equilibrium melting temperature of Au at
338 K, a 20 nm diameter microphase at ca. 1300 K, that of a 2 nm
iameter microphase at ca. 800 K [45]. Values which exceed Eq.
1) for a microphase (which would predict only a ten-fold change
n melting-temperature lowering on going from 20 to 2 nm). As
xpected, the crystal structures of the nanophases deviates from
he FCC structure of the bulk, supplying a reason for the increased

elting-temperature lowering with size.
In Fig. 7, the 31 mJ cm−2 photopulse on the nanophase expands

he volume with little adjustment of the bond density below 1 nm,
n effect interpreted as surface melting. At 75 mJ cm−2, in contrast,
he bond densities are changed throughout. The nanophase melts
ithin 18 ps and is recrystallized at 110 ps, as indicated. This photo-
elting mechanism is distinctly different from the recrystallization
hich is similar to a reverse thermal melting. Both processes have

een analyzed relative to the phonon dynamics [44].
A general thermodynamic method to understand metastable

hase formation at the nanoscale was proposed by Wang and Yang
n a review with 321 references [46]. This nanothermodynamics
s different from the approach by Hill [8–10] and emphasizes a
ize-dependent surface free energy which forces the nuclei into
different structure. Supporting examples are the nucleation of

iamond instead of graphite on growth of nanophases during chem-
cal vapor-phase deposition and, similarly, of cubic BN instead
f hexagonal BN. This approach might also improve the classi-
al nucleation theory of crystal growth. Further experiments and
olecular dynamic calculations are summarized next, testing the

imits of setting up a nanothermodynamics.
Nanophases are composed of sufficiently small numbers of

toms so that their behavior can be simulated by molecular dynam-
cs calculations. The first set of simulations chosen to get insight into
araffin and polyethylene nanocrystals was based on unrestrained
ssemblies of paraffin chains of 50 or 100 carbon atoms in length in
constant pressure simulation [47]. First, one can check the skele-

al vibrations and the introduction of conformational defects. Fig. 8
llustrated the changes of the bottom portion of the center chain
n a crystal in steps of 0.1 ps at 320 K. The details of the skeletal
ibrations and the mechanism of the formation of a conforma-
ional defect (2 g1 kink defect) and their time scales are obvious.
he phonon velocity along the chain direction agrees with the mea-
ured speed of sound. The length of the chain affected by the specific
arge-amplitude motion which produces the defect is 1–2 nm. The
ime scale of the three-phonon collision is 0.5 ps, and the life-time
f a large number of defects analyzed similarly at the same temper-
ture, is 1–3 ps.

Next, one can check the concentration of the conformational
efects as a function of temperature by simulation at decreasing

emperatures. The data are presented in Fig. 9 for a nanophase of
92 C50H100 chain segments [48]. The simulations agree well with
he experimental IR data of gauche conformations in paraffins [49]
nd fit the increase in Cp in crystalline polyethylene beyond that of
he vibrational motion [21].
translational (A), torsional (B), and longitudinal (C) vibrations and the formation of
a conformational defect (between 0.5 and 1.0 ps). The life of the defect created was
2.1 ps [47].

The time to reach thermal and mechanical steady state after
instantaneously raising the vibrational energy to a given temper-
ature could also be calculated. For this calculation, the average
kinetic energy of a nanocrystal was followed for 100 ps as shown
in Fig. 10. The kinetic energy reaches steady state within 10–20 ps,
followed by slow cooling (due to rounding errors in the simulation).
The temperature fluctuations shown in Fig. 10 reach ±5 K [50].

Finally, the structures of the simulated nanophases of C50H102
at steady state are displayed in Fig. 11 [47]. The five top figures
illustrate a view along the crystallographic c-axis (chain axis) at
different temperatures, and the two bottom drawings show the two
lateral views at 234 K. The melting temperature of the bulk phase
is 365 K, but considerable disorder exists below T◦

m. Also, there is
a distinct difference in the packing density and order when going
from the interior of the crystal to its surface. The bulk monoclinic
order is not retained in any of the nanocrystals. The same is true
when starting with the stable orthorhombic crystal structure, both
approach a hexagonal packing as seen in the “rotor phases” of the
paraffins.
Fig. 9. Comparison of the change of conformational defects as a function of time,
evaluated by molecular dynamics simulation and experimental data by IR spec-
troscopy [48].
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ig. 10. Fluctuations of temperature on a picosecond scale when cooling a
anophase of 192 (CH2)50 chains, simulated by molecular dynamics calculation [50].

ig. 11. Molecular dynamics simulation of a paraffin nanocrystal [47]. Right upper pictur
as attained. The left upper picture is an enlarged section of the initial structure at 0 K. Th
a Acta 492 (2009) 2–15

(i.e., each CH2-group was represented by a single united-atom of
equivalent mass and shape, allowing simulation of larger crystals
over longer periods of time). (2) The small size of the modeled crys-
tal. (3) The limited weak force field used for the computation of the
long-range, non-bonded interaction, truncated at 1.0 nm for each
atom (also for economy in computing-time).

Additional work to decide on the main reason for the change in
crystal structure included enclosing the simulated chains in a rigid
shell of orthorhombic chains (leading to a constant volume sim-
ulation). In this case, the orthorhombic structure, with the usual
defects, was retained, suggesting, larger crystals would favor the
stable, orthorhombic crystal. Placing a mobile layer next to a fixed
orthorhombic surface also kept this symmetry, but only for a lim-
ited number of layers. A few simulations were also carried out with
explicit H-atoms for the same size nanocrystals as shown in Fig. 11,
now with 28,800 atoms instead of the prior used 9600 [51]. The
initial, stable orthorhombic structure also changed to a packing not
far from hexagonal, but not the full “rotator” phase seen in Fig. 11.

The uncertainty due to the chosen non-bonded force field became
even larger in this case of the explicit hydrogen simulations because
the non-spherical shape of the force field of hydrogen [52]. These
results could not quite exclude the reasons other than crystal size
as the cause of change in crystal structure. By now, however, the

es are projections of 192 C50H100 chains at the given temperature after equilibrium
e two bottom pictures are projections at right angles to the chain direction at 234 K.
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solute [61,62]. Next, the results of some of these methods to make
nanophases will be described when applied to macromolecules.
It will be shown that a unique analysis method is available when
studying glassy nanophases as they are frequent in polymers.
ig. 12. Change of the structure of a nanocrystal of Fig. 11 heated above the melting
emperature, followed by cooling [53]. (Compare to the time scale of Au nanocrystals
eated above the melting temperature, followed by cooling, shown in Fig. 7.)

reater stability of a hexagonal-like phase in nanocrystals seems
ore likely, and a new series of simulations as a function of size
ould be of interest. Such change in crystal structure with smaller

rystal size is also supported by the commonly observed condis-
rystalline packing of paraffinic segments attached as side chains
r phase-separating within polymer chains [15].

Fig. 11 also documents that the interior of the simulated
anocrystals is not uniform in density and structure. One sees
egions of different packing and orientation. From the side-view,
ne notes a continuous variation of density and disorder towards
he surfaces. The surfaces with chain ends become increasingly
ough as the melting temperature is approached.

A simulation of melting and recrystallization, as seen for the
u nanocrystals in Fig. 7, is reproduced in Fig. 12 for C50H102, and

llustrated with Fig. 12 [53]. The time scale of the disordering and
eordering is similar to the Au nanocrystal, but the melting on heat-
ng above T◦

m is not complete, as it is in Fig. 7. The internal flexible
hains are kept largely parallel. The time scale for collapse of an
solated chain to a random coil was estimated by molecular dynam-
cs simulation to be ≈30 ps and can only proceed consecutively
rom the surface to the interior, as suggested in Figs. 11 and 12
47]. Vibrational and isolated large-amplitude motion equilibrate
n times of ps, while cooperative processes, such as the collapse of
exible chains, may take much longer. The simulation of melting
nd recrystallization, thus, were different from the slow thermal
rocesses which occur with continuing equilibration of all types of
olecular motion.
Similar to the above-mentioned Au, C, BN, and paraffins, the

ynthesis of nanocrystalline metal oxides results often in crystals
hich are structurally different from the bulk material [54]. An

xample is Al2O3 which has been studied, besides by structure anal-
sis and molecular dynamics simulations, also by identifying the
urface properties with water adsorption experiments, including
icrocalorimetry, thermogravimetry, and high-temperature solu-

ion calorimetry [55]. The stable bulk phase is corundum, �-Al2O3
f hexagonal crystal structure. The stable nanophase is �-Al2O3 of
ubic crystal structure and has a lesser density and higher entropy.
easurements and molecular dynamics calculations of surface and

ulk energies showed that the higher G of the �-Al2O3 at negligible
pecific surface area can be overcompensated by its lower surface

2 −1
ree energy which becomes the dominating term above 125 m g .
Finally, analyses of TiO2 and ZnS are mentioned for their differ-

nces in phase transformation mechanisms between nanophases
anatase and wurtzite structure, respectively) and the correspond-
ng bulk phases (rutile and sphalerite structure, respectively)
a Acta 492 (2009) 2–15 9

[56]. Results from thermodynamic analysis, kinetic modeling, and
molecular dynamics simulations were used in the discussion. The
structures were characterized by transmission electron microscopy,
X-ray diffraction, synchrotron X-ray absorption and scattering, and
UV–visible spectroscopy. Similar results as for the example of
Al2O3, above, were found as a function of particle diameters with
crossovers in phase stability. For the growth and phase transition,
oriented attachment of nanoparticle to nanoparticle was suggested
to allow a kinetics not observed in macroscopic materials, where
Ostwald ripening via transport of isolated atoms or molecules is
expected. The changes in the mechanism were deduced from the
difference in growth kinetics.

These examples of one-component nanophases produced by
building atom by atom or molecule by molecule suggest that the
stability depends on the details of both, surface and interior struc-
ture [56]. The excess energy need not be confined to the surface, as
assumed in [55], a conclusion, also reached based from the simu-
lation in Figs. 11 and 12 [47]. In addition, one should remark that
the interior volume is sufficiently small, so that its structure varies
considerably within this volume. Any mean-field calculations, then,
can only be a first approximation for a nanophase thermodynam-
ics, just as a simple surface free energy change with size may be
insufficient for the description of the stability of a nanocrystal.

3.2. Nanocrystals produced by reducing the size of macrophases
or microphases

Reducing the size of macrophases with miniaturized manu-
facturing was already discussed by Feynman [1]. This sequence,
however, of making increasingly smaller and smaller machines,
seems to be limited and one has to turn to special techniques. One
cannot yet make metallic nanophases on a miniaturized lathe or
cut nanodiamonds from big crystals with the traditional means.
More successful methods are the production of nanodroplets by
electrospraying [57] or the shaping of nanofibers by electrospinning
[58,59] and the extreme expansion of ductile films into nanofoils.
(Since antiquity one has made ≈100 nm thin gold leaf, and more
recently, nanoporous Au and Pt with largely different properties
was made [60].) Photolithograpy can be increased in resolution by
using electron or ion beam lithography and then allowing large-
volume printing of nanophase patterns. A multitude of etching
techniques can reduce larger phases ultimately to nanophases.
Finally, solutions can be made sufficiently dilute so that macro-
scopic droplets or films may leave nanophase particles if the solvent
can be removed by evaporation or replaced by a non-solvent for the
Fig. 13. Single-molecule, single-crystals of poly(oxyethylene) grown from solution
[61]. The electron diffraction pattern in the corner proves single-crystalline charac-
ter.
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ig. 14. Single-molecule particles of polystyrene. Top figure, atactic, amorphous,
lassy spheres [61]. Bottom figure, isotactic single-molecule single-crystals [62].

Fig. 13 illustrates the collection and analysis of single molecules
f poly(oxyethylene), POE, crystals [61]. A broad distribution
f number average molar mass of 6.7 × 105 Da was dissolved
n benzene to 2 × 10−4 wt.%, a concentration below the critical
verlap concentration of the expanded random coils of the macro-
olecules. The benzene solution was then spread drop by drop on
water-filled Langmuir balance at 353 K. The benzene was evapo-

ated and the POE precipitated (hot water is a non-solvent for both
enzene and POE). The POE molecules crystallized, and were con-
entrated by compression with the balance and then transferred
o an electron microscope grid. The electron diffraction pattern
roves a single-crystalline structure close to that of bulk-grown,

amellar crystals. The lateral size-distribution of the lamellar crys-
als matches the molar mass distribution. The crystals assumed the
olded-chain morphology of ≈20 nm thickness, measured by their
hadow length, and known from bulk-grown lamellae. This fold-
ength is much less than required for equilibrium of the limited
mount of POE per crystal.

The top electron micrograph of Fig. 14 illustrates similarly pre-
ared droplets of a fraction of amorphous, atactic polystyrene, PS, of
.3 × 106 Da. The molar mass distribution calculated from 200 par-
icles shown in the corner of the figure matched the distribution

easured by size-exclusion chromatography, including the small
raction of low molar mass impurities. Later, such amorphous PS
ingle (and multiple) molecules could be produced by electrospray-
ng [57]. Using isotactic PS of molar mass 1.5 × 106 Da in a similar
xperiment as shown in the top electron micrograph of Fig. 14, the
morphous nanoparticles could be crystallized at 448.2 K by heat-
ng on the carbon support of the electron microscope grids. The
ottom Fig. 14 illustrates the obtained lamellar, 14 nm thick single-
olecule single-crystals [62]. Their morphology, fold length, and

rystal structure (from microbeam electron diffraction) matched
he results known from crystallization from the bulk [16]. Both,

EO and PS single-molecule single-crystals, thus, did not deviate
bservably from the crystals grown from the bulk. The lamellar
ulk polymer crystals are commonly identified as microcrystals,
ith their melting behavior describable with the Gibbs–Thomson
Fig. 15. The change of heat capacity of various poly(ethylene terephthalate)s in the
glass transition region, measured by TMDSC [63].

equation [16 (vol. 3)]. In order to reach a truly nanophase charac-
ter, the lateral dimensions of the single-molecule single-crystals
would have to be reduced, i.e., lower molar masses could lead to
nanocrystals.

On going from the single-molecule single-crystals to semicrys-
talline macromolecules, one must account also for the non-
crystalline fraction which is intimately connected to the crystals by
tie molecules [16]. While the crystals can be characterized thermo-
dynamically by their melting behavior via the melting-temperature
lowering from equilibrium, as given by Eq. (1), and the crystallinity,
as calculated from the heat of fusion decrement, the analysis of the
amorphous fraction has often been neglected. Its property can be
assessed in great detail by a study of the glass transition, as outlined
in Section 2, above.

Fig. 15 illustrates part of a detailed study of the glass transition of
amorphous and semicrystalline poly(ethylene terephthalate), PET,
as a function of crystallization and annealing conditions [63]. The
glass transition range of the amorphous macrophases is rather nar-
row when measured by TMDSC as suggested in Section 2 (top two
curves, ≈8 K). Annealing a rapidly cooled glass sharpens the transi-
tion somewhat, but introduction of crystalline microphases causes
a major change in the surrounding amorphous fractions. The glass
transition range for the 44% crystalline sample (as measured from
the heat of fusion), for example, is ≈18 K with little or no change in
the temperature of the beginning of the transition. Using the above
mentioned “hole theory” for a simple estimate of the kinetics of the
glass transition over the transition temperature range [36,63], the
activation energy for the time-dependence of the relaxation time,
�, of the holes changes from ca. 375 kJ mol−1 for the amorphous
sample to 160 kJ mol−1 for the 44% crystalline sample. To keep the
beginning of the glass transition the same, the logarithm of the pre-
exponential factor, B, changes linearly with activation energy, Ea

(� = B × eEa/RT ) [63]. Besides this broadening of the glass transition,
indicative of a changing distribution of large-amplitude motion
within local domains, Fig. 15 shows that the measured change in
heat capacity, �C#

p , does not scale with the amorphous fraction. A
considerable fraction of the amorphous PET does not contribute to
the glass transition in the given temperature region. This fraction
was called rigid amorphous, RAF [64]. Its glass transition is moved
to a higher temperature and may even be moved to the melting
temperature, and sometimes even above the Tm [65]. Due to this
change in property, expressed by the glass transition, one must

call the RAF a new nanophase, leading to a three-phase picture
of semicrystalline polymers which has found more general accep-
tance recently. The most common sizes of these three phases are
in the microphase region for the crystals and the nanophase region
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ig. 16. The change of heat capacity of poly(butylene terephthalate), analyzed by
SC and TMDSC to identify the three phases via their glass transitions and the
elting/crystallization peak [67].

or the mobile and rigid amorphous fractions. Electron microscopy
as able to identify the three phases by the different amount of
uO4 uptake in staining experiments [66].

Fig. 16 illustrates the detailed thermodynamic analysis of
oly(butylene terephthalate), PBT, with standard DSC and TMDSC
67]. A low-temperature glass transition of the semicrystalline PBT
t ≈314 K accounts for only 42.4% of the expected 63.7% amorphous
raction calculated from the crystallinity. The second glass transi-
ion is assigned to the RAF at ≈375 K and has a breadth of about
0 K and accounts for the missing 21.3%. For a full characterization of
emicrystalline PBT in Fig. 16 one needs, thus, the phase description

f the 36.3% crystals, to be read from the melting and superimposed
old-crystallization peak and the small fraction of reversible melt-
ng [65], the 42.4% mobile-amorphous fraction, characterized by
he broadened glass transition at 314 K, and the 21.3% RAF, with its
igher, also broad, glass transition at ≈375 K. Although a number

ig. 18. Poly(ethylene terephthalate) crystals removed from semicrystalline samples by
rystallized at 523 K after quick cooling from the melt, hydrolyzed at 453 K. Right: A samp
Fig. 17. Broadening of the glass transition of polystyrene microspheres of 85 nm
diameter. Insert: Experimental data [68]. Main plot: Interpretation assuming a 5 nm
surface layer [69].

of semicrystalline polymers have been analyzed in such detail [65],
most have still only been qualitatively studied.

While the introduction of crystalline interfaces always moves
the glass transition to higher temperature, the introduction of a free
surface was shown to broaden the glass transition to lower temper-
ature. Fig. 17 illustrates that spheres of polystyrene microphases
with a 85 nm diameter show a broadening of a fraction of the glass
transition to lower temperature when measured by DSC (solid
curve in the insert) [68]. The glass transition is interrupted before
completion by an exotherm caused by the fusion of the spheres
to a macrophase. The end of the glass transition range is marked

by the common, small hysteresis endotherm. The interpretation
of the data suggests that the surface can be approximated by five
shells, each of one nanometer thickness and an 8 K lower Tg on
approaching the interface, as indicated in the main plot [69]. The
conclusion from Fig. 17 is that the analyzed spheres have an overall

etching of the amorphous fraction with superheated water [70]. Left: A sample
le crystallized at 413 K after quick cooling from the melt, hydrolyzed at 403 K.
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has a Tg located between the bulk-amorphous and condis phase.
As a last topic, the glass transition is analyzed in more

detail to gain information about the properties throughout the
2 B. Wunderlich / Thermoc

nm surface layer of increasing Tg from the surface, at 333 K to the
nner bulk of 373 K. This leads to the assumption that a sphere of
0 nm diameter would not contain any bulk phase anymore, i.e.,
y the above definition, it would be a nanophase.

To separate the tie-molecule interlaced phases in semicrys-
alline polymers, various etching methods have been developed
16]. Fig. 18 illustrates the etching of two PET samples of differ-
nt crystal size to remove the amorphous phases [70]. The etching
emoved also the folds, so that the sample is oligomeric after treat-
ent. The shown samples are still of microphase size, but it should

e possible to etch even faster grown crystals or extend the etching
ime to reach the nanophase range and produce sufficiently large
amples to conduct analyses with classical calorimetry. Battista [71]
ublished electron micrographs of etched cellulose single crystals
f 20–40 nm diameter and up to 500 nm lengths from native cot-
on fibers which are in the microphase range, as well as similarly
tched crystals from fringed-micelle crystals from rayon, which
ere in the nanophase range with equal dimensions in all direc-

ions of 5–20 nm. Similarly, electrospun nylon 4.6 fibers of close to
ne nanometer diameter have been reported (6–7 nylon molecules
n cross-section) [59].

The one-component nanophases produced by reducing the size
f macrophases or microphases has not been analyzed as fre-
uently. For macromolecules etching is of major importance since it
ot only can produce nanophase crystals, but it also allows to isolate
rystals from the strongly bonded aggregate structure of semicrys-
alline polymers. In this way, it should be possible combining the
nalyses displayed in Figs. 13–17 to study the isolated phases, as
ell as in situ, the connected phases. It is of importance to note,

hat while the overall thermodynamic Cp and its integral functions
f H, S, and G give mainly average results, the analysis of the glass
ransition, can yield information on the change of structure across
he phase.

. Multi-component nanophases

Molecules containing more than one incompatible component
f sufficient size will nanophase separate within their crystals
r mesophases. Fig. 19 illustrates the crystal structure of 4-n-
ctyloxybenzoic acid CH3 (CH2 )7 O C6H4 CO OH. If the octyl
adicals were not chemically bound to the oxybenzoic acid radi-

als, both parts would fully phase separate. Being connected, they
rystallize in the shown layer structure [72]. To make up for the dif-
erent volume requirements, the aliphatic chains interdigitate and
he final space adjustment is achieved by the monoclinic tilt. The

ig. 19. Layer structure of alternating aliphatic and aromatic nanophases [82]. The
nit cell, covering both layers, is marked at the bottom.
a Acta 492 (2009) 2–15

flexible spacer is ca. 2.0 nm thick, a typical nanophase dimension
[15].

Similar layer structures are known to exist for homopolymers
with alkane side-chains of proper length [16 (vol. 3)], as well
as precisely structured copolymers with sufficiently long alkane
sequences [73]. In case the second component is too short or irreg-
ular to form its own nanophase, it remains amorphous in form of
planes of intracrystalline defects. With sufficient decoupling at the
connections to the crystalline alkane segments, the observed melt-
ing temperatures are close to those of paraffins with similar lengths
[16,73].

Special nanophase structures were found in the nylons. In their
crystals, the hydrogen bonds are located in intermolecular planes.
Above the glass transition of the alkane sequences, the H-bonds
keep the mobile CH2-sequences in a parallel array. The liquid-like
motion within the crystal is caused by conformational motion sim-
ilar to the defect generation illustrated in Fig. 8 and does not affect
the H-bonding significantly. In most nylons, the glass transition of
the alkane sequences is accompanied by an expansion of the tri-
clinic crystal without change in structure, i.e., one observes a glass
transition of the crystal. In higher-melting nylons, Tg is linked to a
transition to a pseudo-hexagonal mesophase structure, known as
the Brill transition [74].

Interspersed semiflexible, aromatic mesogens within
alkanes as are found, for example, in poly[oxy(3-methyl-1,4-
phenylene)ethylene-1,4-phenyleneoxynonamethylene], MBPE-9,
and lead to a nanophase separation. Such segmented polymers
may display only partial conformational order. The chosen example
has been analyzed by calorimetry, X-ray diffraction, and solid-state
NMR [75–77]. The order in MBPE-9 involves identifiable CH2
groups within the nonane sequences. Fig. 20 displays the heat
capacity in the transition region. On heating, the heat capacity is
already that of the liquid when the beginning of the disordering
peak is reached, a common observation with mesophases. The
lowest-temperature glass transition is that of the bulk-amorphous
fraction of the MBPE-9 (40%), while the highest Tg corresponds
to the condis-crystalline phase (43%, calculated from the heat of
transition). The remaining MBPE-9 is assigned to a RAF (17%) and
microphases and nanophases. As the incompatible sequences in
block-copolymers get longer, a phase-separation into microphases

Fig. 20. The three glass transitions in poly[oxy(3-methyl-1,4-phenylene)ethylene-
1,4-phenyleneoxynonamethylene], MBPE-9 [77]. The dashed-lines indicate the Cp of
the solid (calculated from the vibrational spectrum fitted to low-temperature heat
capacity) and the measured and extrapolated Cp of the liquid state. The two dash-
dotted lines are calculated for the indicated crystallinities, wc, and match the heat
of transition (wc = 0.43) and the lowest glass transition (wc = 0.60) [77].
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ig. 21. Microphase separation in block copolymers. Depending on the concentra-
ion f and length of the segments, N, different self-assembly takes place [78]. The
arrow phase area Scp corresponds to a body-centered cubic arrangement.

akes place by a so-called self-organization. Fig. 21 shows the typical
hase diagram [78], computed using the self-consistent mean-field
heory. The various microphase structures are listed at the bottom
f the figure. The interactions due to the lateral contacts between
he sequences of A and B are represented by the Flory–Huggins
arameter �N. The positive values of the abscissa indicate unfavor-
ble free energy for the contacts between A and B, favoring phase
eparation. For the short sequences (small N) or low concentrations
f close to 0 or 1), the positive free energy of mixing can be com-
ensated by the entropy of mixing, favoring formation of a solution
bottom and side portions of the diagram). Nanophase separation,
hus, is expected only for molecules with a proper N� and f.

The change of the glass transition on introducing a second com-
onent without change in chain-length distribution is illustrated

n Fig. 22. A poly(oxy-2,6 dimethyl-1,4-phenylene) homopolymer
s brominated on the position indicated in the structural formu-
ae. The glass transition is moving to higher temperatures on the
ntroduction of bromine radicals. Inspecting the breadth of the tran-
ition indicates no major change. The bromination does produced
random, single-phase, bulk copolymer [79].

Next, in solutions of a copolymer, the repeating units along the

hain are fixed by the prior synthesis and cannot be randomized by
he dissolution. Fig. 23A illustrates the glass transitions of a soluble
air of polymers, polystyrene, PS, and poly-�-methylstyrene, PMS
80]. As expected, with changing concentration, the Tg moves from

ig. 22. The change in glass transition on increasing bromination of poly(oxy-2,6-
imethylphenylene) [79].
Fig. 23. Glass transitions and phase separations of polymer solutions of different
molar masses (A and B) [80], and di- and tri-block copolymers of polysyrene, PS, and
poly-�-methylstyrene, PMS (C) [67]. All concentrations are given in wt.%.

that of one homopolymer to that of the other homopolymer. What
is not immediately obvious, is the reason for the large increase in
the breadth of the transition range from 7 K for the pure polymers
to 33 K for the solutions when measured by the tangent through Tg.
Inspecting the shapes of the heat capacity shows a broadening in
both temperature directions, in contrast to the crystallinity effect
which causes an asymmetric broadening to higher temperature
only (see Fig. 15) and for free-surface spheres which yield broad-
ening to low temperature only (see Fig. 17). The minor component
seems to broaden the transition most. Since the volume affecting
the glass transition is small, one must assume that the inabil-
ity to randomize the repeating units along the backbone atoms
causes the broadening by producing clusters of unmixed compo-
nents (nanophases?). Fig. 23B shows the changes when increasing
the PMS molar mass in the blends by a factor 5.7 which reduces
the solubility. Data are given for the various 50/50 wt.% concentra-
tions of different molar masses of PS [80]. The 37,000 Da PS blend
consists now of some phase-separated homopolymer PS and a solu-
tion PS/PMS with an intermediate Tg and a broadened transition
range. Increasing the molar mass of the PS completes the phase
separation. Details about the phase structure can be quantitatively
read from the DSC traces. The results of a final series of blend-
ing is depicted in Fig. 23C, using di- and tri-block copolymers of
the given concentrations and overall molar masses from 5 × 105 to

1 × 106 Da, i.e., the range of little solubility of the homopolymer
sequences [68]. Indeed, the samples showed lamellar microphase
separation of 45–120 nm when measured by electron microscopy
[81]. The glass transitions are now spread over the whole tempera-
ture range set by the homopolymers, i.e., the glass transition of the
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S sequences in the microphase-separated block copolymers are
ow broadened to higher temperatures, and the glass transition of
he PMS sequences is broadened to lower temperatures. The glass
ransition temperature, thus, is a sensitive tool to trace coupling
cross nanophase interfaces.

Other examples of such microphase separation with possible
ormation of nanaophases are available, but analyzed in less detail.
he obvious tool for the nano-phase analysis is the quantitative
alorimetry assessing time scales ranging from days to picoseconds,
o be added to structure information. The microphases created by
lending and synthesis of block copolymers are sufficiently large
o allow additional internal phase separation in a smaller scale.
or example, the di-block poly(oxyethylene-block-styrene) of molar
asses 8.7 and 9.2 kDa, respectively, forms a melt macrophase

olution down to 433 K. There, it self-assembles into a lamel-
ar microphase of 18.7 nm spacing. Below 335 K, the polystyrene
locks become glassy, and below 324 K the poly(oxyethylene)
locks are semicrystalline. Since the spacing is close to the fold-

ength, the orientation of the crystals and their lateral perfection
s strongly crystallization-temperature dependent [82]. Both the
rystals and the intercrystalline amorphous chain segments in the
oly(ethylene) lamellae may easily reach nanophase dimensions.

Poly[oligo(imino-1-oxododecamethylene)-alt-oligo(oxytetra-
ethylene)]s which have been probed by DSC and TMDSC

commercial Pebax®) are another example [83]. In this case the
lock lengths were varied from 5 to 40 nm for the oligoamide
egments and from 17 to 3 nm for the oligoether segments. The
xpected lamellar superstructure can be semicrystalline in each
et of lamellae, producing rather complicated microphase and
anophase relationships. The melting points of all crystals were
educed from those of the homopolymers. The crystallinity of
he oligoamide was increased for the longer segments due to a
oftening across the interface to the oligoethers with a lower glass
ransition, and the reverse is true for the oligoethers.

It is of interest to note that this important analysis of nanophases
ia calorimetry through the glass transition region applies also to
oly(amino acid)s (nylon 2), the basic molecular sequences of pro-
eins. The calorimetry of proteins is still in its very beginning [84]
nd nanophase glasses have not been analyzed as to their place in
he hierarchy of chemical and physical structural ordering, although
or some poly(amino acid)s, glass transitions are likely at reasonably
ow temperatures [85].

. Conclusions

In the 21st century, nanophase science developed to a major
ocus in physics, chemistry, materials engineering, pharmacy,

edicine, and biology. For a more precise definition, detailed in the
resent paper, the absence of recognizable bulk phase is required
o identify a difference between microphases and nanophases [15].

ithout this definition being widely accepted, many microphases
ave in the past been called nanophases, just because they fall into
n arbitrarily picked size range. In many countries of the world,
anostructure analysis is by far the field of academic research with
ost governmental financial support. Without a clear definition,

owever, much of this support may be going to the long known
nd better understood microphase analysis, and progress toward
he proposed goal, is thereby delayed.

From the first recognition of the large field of research on small
articles of matter, some 50 years ago, it has been recognized that
anophases should have different properties than macrophases and

icrophases [1]. Today, the National Nanotechnology Initiative of

he US in its popular science banner “Nano What??” states that:
Materials can have different properties at the nanoscale—some are
etter at conducting electricity or heat, some are stronger, some
ave different magnetic properties, and some reflect light better or
a Acta 492 (2009) 2–15

change colors as their size changes [86].” The present review of the
thermodynamics of nanophases asks of this statement only to be
changed from “can have different properties” to the more definitive:
“must have different properties.” Naturally, one should also con-
sider that many nanophases are less suited for a given task than
microphases or even macrophases. Finally, in the light of the defi-
nition in Section 2, one may conclude that if there is no change in
property, the matter researched, perhaps, is not a nanophase!

Overall, the novel ideas in the present paper can be summarized
in five statements:

1. Nanophases fit into the general scheme of the molecules and
phases.

2. There is a thermodynamic reason for the different crystal struc-
tures of nanophases.

3. Nanophases are not uniform throughout.
4. Macromolecules may be longer than the nanophases they are

part of.
5. Segments of a macromolecule may be part of several different

nanophases.

Point 1 was derived in Section 2 after the short history given in
Section 1. In Sections 3 and 4 it was shown that nanophases are of
importance for the description of a wide variety, if not all, of the
chemical compounds.

Point 2 was suggested by the molecular dynamics simulations
in Figs. 11 and 12 and the calorimetric evidence on Al2O3, TiO2, and
ZnS [55,56]. Similarly, a different growth mechanism was shown
possible involving nanoparticles instead of atomic, small molecules,
or sub-molecular units which are involved in the common crystal
growth or Ostwald ripening [56].

Point 3 may be hardest to deal with when trying to arrive at
a nanothermodynamics. Besides by molecular dynamics simula-
tions, this change of properties from the surface to the center of
a nanophase without reaching bulk properties has been demon-
strated by the broadening of the glass transition. The glass transition
is particularly well suited for nanophase analyses since the freezing
of the long-range motion at Tg affects volumes of as little as 2 nm3

or less, as seen from Fig. 8, and supported by the analysis of data
on polystyrene [36]. Based on the observed broadening of the glass
transition, a mean-field approach for the description of nanophases,
as attempted in [8–10,46], seems of limited value.

Points 4 and 5 deal with flexible, linear macromolecules as repre-
sented by synthetic polymers, proteins, carbohydrates, and nucleic
acids. It was emphasized that the molecules are uniquely longer
than the nanophase dimensions. This leads to the coupling between
neighboring phases at rotatable covalent bonds in the interface. This
is not only a central issue for synthetic polymers, as analyzed for a
number of molecules [65], but also for the flexible macromolecules
of biological systems barely analyzed in this fashion [84,85].

A broader experimental base via nanophase calorimetry, as dis-
cussed in this 10th Lähnwitz Seminar, will help to develop a better
understanding of “Thermodynamics and Properties of Nanophases”
and connect the many, often seemingly random initial efforts. The
hope expressed at the turn of the century that direct calorime-
try on isolated nanophases may become possible [87], and the
recently made progress to reduce the time scale of calorimet-
ric measurements in the direction of the important picosecond
frame for the large-amplitude molecular motion (along with the
coupled decrease in sample mass) may become a key develop-
ments toward this experimental base for a nanothermodynamics

[88].
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